Supplementary Materials

Figure 1. The demonstration of our capturing system. Cameras
and lights are arranged on a spherical structure.

1. Hardware architecture and capture settings

To recover the 4D reflectance fields of dynamic portrait,
we build up a light stage device with 96 LED light sources
and a stationary 4K ultra-high-speed camera at 1000 fps,
resulting in a temporal OLAT image set at 25 fps, so as to
provide fine-grained facial perception.

Under such a dynamic capture setting, the target per-
former can freely speak, translate and rotate in a certain
range to provide a continuous and dynamic OLAT im-
age sets sequence. However, one of the most challeng-
ing issues is that the motion of the captured target along
with data acquisition will cause misalignment, leading to
blurriness in the OLAT image sets, making the data post-
processing more challenging. We conquer such limitations
using an optical flow algorithm and further retrieve results
at a higher frame rate using densely-acquired homogeneous
full-lit frames.

Our hardware architecture is demonstrated in Fig. 1,
which is a spherical dome of a radius of 1.3 meters with 96

Figure 2. The samples of our captured data. (a) to (e) are samples
of OLAT images; (f) is a full-lit frame image for calculating the
optical-flow. The bottom-left illustrates the corresponding lighting
conditions on our system.

fully programmable LEDs and a 4K ultra-high-speed cam-
era. The LEDs are independently controlled via a synchro-
nization control system and evenly localized on the doom
to provide smooth lighting conditions.

Single PCC (Phantom Capture Camera) is leveraged
with a global shutter setting, generating roughly 6 TB of
data in total. For each data session, we collect video se-
quences in 25 seconds rather than isolated frames with 700
us exposure time and 1000 EI, which allows a lower noise
floor. In practice, we can simultaneously control the PCC
along with the LEDs system.

During capture, all the 96 LEDs follow the patterns
shown in Fig. 2.

During the capture period, the high-speed camera syn-
chronizes with the 96 LEDs at 1000 fps and outputs an
8-bit Bayer pattern color image stream at a resolution of
2048x1440.

Note that it is required at least 0.1s to acquire a complete
dynamic session with 96 LEDs. Such duration causes mis-
alignment, making it challenging to handle blurriness in the
dataset and the low frame rate gives rise to inconsistent dy-
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Figure 3. The illustration of capture timing and frame alignment.
our method computes optical flows between full-lit images and
warps OLAT images accordingly. The “overlapping” strategy al-
low us to reuse a same OLAT image in different OLAT image set
so that we can achieve higher capture frame rate.

namic facial capture results. Inspired by the approach [1],
we interleave “tracking frames” into the capture sequence
during every six images rather than a complete session to
conquer such drawbacks and cast the tracking frames as ref-
erences, as shown in Fig. 3.

Instead of capturing an image with homogeneous illumi-
nation for every 96 images, we capture an image for track-
ing purposes every 6 images. This capture strategy allows
us to align the OLAT data between 14 consecutive groups
of full-bright frames in any pose to the middle frame with
optical flow. It is equivalent to that the image between every
two homogeneous illumination frames is multiplexed thir-
teen times to enhance the final optical flow result.

2. Normalization Operation Process

Note that when the source and target actors are different,
their facial geometry will be different even in similar facial
expressions, which will manifest in facial characteristics,
such as eye size, nose length, mouth curvature, etc. We ex-
pect the distribution of conditioning feature maps generated
from the source actor is similar to one of the target actor, so
as to preserve target-aware appearance rendering results.

Specifically, we assume parameters as random variables
which follow the normal distributions. For each parameter,
we normalize both the mean and variance of the source ac-
tor’s distribution X, ~ N(us,02) to be the same as the
target actor’s distribution X; ~ N(u,0?). Thus, the nor-
malized parameter X, can be formulated as:

Xs:(Ut@US)O(Xs*Us)JF,UtNN(,UtvUtZ)v (1)

where © and o are element-wise division and product re-
spectively. In our implementation, we regard the head pose
0 and facial expression ¢ of FLAME parameters as two in-
dividual random variables and use the Eqn. 1 for normaliza-
tion.

Thus, the conditioning feature maps F'; at time ¢ are for-
mulated as:

F,= {i?,ig,ii}, ()

where 1¢,I¢ = I1(G(3, 0, §), H) and IT is the rasterization
and texture mapping function; 6 and ¢ are normalized pa-
rameters.

3. Network Architecture

We adopt the U-Net architecture to the proposed transla-
tion network as illustrated in Fig. 4. Our network inferences
both the facial reflectance field, the normal, and the albedo
simultaneously to facilitate portrait video composition ap-
plications. The proposed network consists of an encoder
and a decoder module. The encoder extracts multi-scale la-
tent representations of conditioning feature maps, while the
decoder module generates the reflectance field, the normal,
and the albedo.

Such a multi-task framework enforces the network to
learn contextual information of the target actor, so as to pro-
duce more detailed reflectance fields.

4. Quantitative comparisons

For quantitative comparison, we evaluate our render-
ing results via three various metrics: signal-to-noise ratio
(PSNR), structural similarity index(SSIM) and mean abso-
lute error (MAE) to compare with existing state-of-art ap-
proaches. For comparison, we generate a sequence of re-
lighted portraits from all reference views which are evenly
spaced in range of illumination angles. As shown in Fig. 5
due to the high-quality reflectance field inference and fully
disentanglement, our method enables entire photo-realistic
video portraits synthesis under various illumination con-
ditions, making the rendering quality of any temporal se-
quence surpassing other baselines with higher PSNR, SSIM
and lower MAE.

5. Application: Virtual Conference

By utilizing our generated dynamic facial reflectance
field, we can achieve a relightable virtual conference as
shown in Fig. 6. No matter whether the user is dressing
casually with messy hair, or lying on the sofa with a cup
of coffee, the user can appear decently in front of others in
suits. The conference background can be changed arbitrar-
ily, the most impressive effect is that the light conditions on
the generated user in suits will perfectly match the environ-
ment. Furthermore, if the user is walking on the street in a
rush with a shaking camera, or even he is not looking and
the camera, by explicitly controlling the pose parameters,
our approach can always let the user look like attending the
conference naturally.
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Figure 4. Our multi-frame multi-task architecture design for our rendering-to-video network.
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Figure 5. Quantitative comparisons on the test reference data with ground truth. Our results are more realistic and closer to ground truth.
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Figure 6. We demonstrated the application of our algorithm in the virtual conference. Users can participate in video conferences on formal

occasions in a widerrange of scenarios. Through the control of pose, we can realize that the user still presents a decent participation state
in scenes such as walking and notlooking at the camera.
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